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Empirical priors for proper�es of segmenta�ons are a powerful way of guiding Bayesian image segmenta�on models. 
Here we adressed smoothness, but aspects such as rela�ve posi�on and �ssue propor�ons could be captured as well. 

Learning from segmenta�ons avoids the necessity of labeled data for each MRI scanner.

 

   

MR images vary across medical centers due to calibra�on and acquisi�on protocols. But segmenta�ons are rela�vely consistent. 
How segmenta�ons are supposed to look like, can be learned separately. We present a smoothness prior that is fit to 
segmenta�ons from a source medical center. This empirical prior is incorporated into an unsupervised Bayesian image 
segmenta�on model. The model clusters voxel intensi�es in the target center, such that its segmenta�ons are similarly smooth.

github.com/wmkouw/cc-smoothprior
h�ps://arxiv.org/abs/1903.04191

Varia�onal Bayes
 

Incorpora�ng the empirical Po�s prior into the Gaussian mixture model:
 
 
 

Inference consists of a varia�onal approxima�on and coordinate ascent, 
using a structured mean-field factoriza�on of the recogni�on distribu�on:

 
 
 
 
 
 
 

 Op�mal forms of the recogni�on factors are:
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Example segmenta�ons
 

Gaussian mixture    |           hidden Po�s          |                U-net           

Experiments
 

We fit on data from a source center and segment images of a target center. 

Hidden Po�s-Markov Random Field
 

Smoothness of the segmenta�ons is modeled using a local Po�s prior:

Problem
 

MRI scans vary across medical centers due to different acquisi�on protocols.
 

Cross-center empirical prior
 

The Po�s prior is fit to segmenta�ons produced at a source medical center:

 
 
 
 

 where the gradient is

Model specifica�on
 

We use a Gaussian mixture model for voxel intensi�es given �ssues

 

 
  

 

with conjugate priors

 


