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Variance reduction techniques for 
importance-weighted cross-validation.
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Covariate shift

– In domain adaptation, one hopes to generalize from a 
source domain to a target domain.

– Domains are different probability measures over the same 
sample space.

– Covariate shift is the particular case where the class-
posterior distributions are equivalent: 
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Covariate shift

– One can rewrite the risk functional as follows:

– Setting the class-posterior distributions equal leads to:

– In covariate shift, the target risk is equivalent to the 
weighted source risk.
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Variance reduction

– The control-variate-based estimator has, for optimal   , 
a sampling variance of:
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Cross-validation

– For the same sample size, the regression importance-
weighted risk is a better estimator.
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Cross-validation

– For the same sample size, the regression importance-
weighted risk is a better estimator.

– A better risk estimator leads to better cross-validation and, in 
turn, better hyperparameters.
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Questions

– If you are interested, I’m happy to elaborate on and 
discuss our approaches at my poster.
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